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Abstract. A word over an ordered alphabet is said to be clustering
if identical letters appear adjacently in its Burrows-Wheeler transform.
Such words are strictly related to (discrete) interval exchange transfor-
mations. We use an extended version of the well-known Rauzy induction
to show that every return word in the language generated by a regu-
lar interval exchange transformation is clustering, partially answering a
question of Lapointe (2021).
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1 Introduction

Interval exchange transformations (IETs), first introduced by Oseledec [17] in
1966, are defined by first partitioning an interval into subintervals, then trans-
lating each subinterval by a fixed permutation. They form an important class
of dynamical systems that are studied from different perspectives: symbolic dy-
namics, combinatorics on words, ergodic theory, and others. A rich body of work
has since explored various structural and combinatorial properties of these trans-
formations. One can code IETs in a natural way to obtain sequences of linear
complexity, including Sturmian sequences, which have been widely studied (see,
e.g.,[2,8,10]).

The Burrows-Wheeler transform, introduced in [3], is a transformation used
in data compression that first rearranges the letters of a word by lexicograph-
ically sorting all of its conjugates, then reads in this order the last letters of
these conjugates. Clustering words are words whose Burrows-Wheeler transform
consists of adjacent occurrences of identical letters. A link between clustering
words and IETs has been developed in recent years (e.g., [6,12]). In particu-
lar, each clustering word can be associated with a discrete interval exchange
transformation (see [9]).

Return words to w in a language are words that when preceded by w are
still in the language and end with w as well (see precise definition later). In a
2021 paper [12], Lapointe asked whether return words of a symmetric IET are
themselves perfectly clustering. That is, if such return words cluster in a way
that corresponds to the symmetric permutation.
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In this paper, spurred by Lapointe’s 2021 question, we show that all return
words of interval exchange transformations satisfying the Keane condition [11],
i.e, regular IETs, are clustering. Our result leverages and extends previous com-
binatorial and dynamical insights, particularly from a work by the first author
and Perrin on a two-sided version of Rauzy induction on regular IETs [5]. The
main result of this contribution is the following.

Theorem 1. Return words in a language generated by a regular interval ex-
change transformation are clustering words.

Our approach to this theorem relies on Rauzy induction, a dynamical tool
introduced in its one-sided version by Rauzy [18] and subsequently extended in
various ways. We consider a family of morphisms that, under certain assump-
tions, preserves clustering at every step of the induction. This result, together
with the fact that one can obtain the cylinders of a regular IET through Rauzy
induction, allows us to prove the theorem.

We conclude this contribution by extending the link between IETs (resp.
DIETs) and clustering words to clustering multisets of words instead. In order
to do so, we introduce the notion of alsinicity, a generalization of the more well-
known concept of dendricity.

2 Preliminaries

For all undefined terms, we refer the reader to [14].

Words. An ordered alphabet A = {a1 < a2 < . . . < ad} is a (finite) set of
symbols called letters together with an order of its elements. The set of finite
words A∗ over A is the free monoid with neutral element the empty word ε. The
product of two words u, v ∈ A∗ is given by their composition uv. We denote by
A+ the free semigroup over A, e.g., A+ = A∗ \ {ε}. The order on A is naturally
extended to A∗ by the lexicographic order. For a given word w = w0w1 · · ·wn−1,
where each wi ∈ A, we denote by |w| its length n, and by |w|u the number of
times u appears a factor of w. The Parikh vector of a word w ∈ A∗ is the vector
ΨA(w) ∈ Nd defined as (ΨA(w))a = |w|a. A word w ∈ A∗ is pangrammatic if
|w|a > 0 for every a ∈ A. Unless stated otherwise we will always consider words
pangrammatic over their alphabet. These vectors can be generalized in a natural
way to multisets of words over the same ordered alphabet.

A word w is said to be primitive if it is not the integer power of another
word, i.e., if w = uk implies k = 1. Two words w,w′ are conjugate if w = uv
and w′ = vu for some u, v ∈ A∗. If a word w is primitive, then it has exactly |w|
distinct conjugates. A Lyndon word is a primitive word that is minimal for the
lexicographic order among its conjugates.

A (right) infinite word over A is a sequence w = w0w1w2 · · · , with wi ∈ A
for all i. An infinite word w is eventually periodic if w = uvω = uvvv · · · . An
infinite word that is not eventually periodic is called aperiodic.
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Languages. By language we mean a factorial and bi-extendable set L ⊂ A∗,
i.e., such that, for every w ∈ A∗, we have v, aw,wb ∈ L for every factor v of
u and for certain letters a, b ∈ A. The language of an infinite word w is the
set L(w) of all its factors, while the language of a finite word w is defined as
L(wω). A language L is recurrent if, for every v ∈ L, vuv ∈ L for a certain
word u. It is uniformly recurrent if for every v ∈ L, there exists N ∈ N such
that v appears as a factor of every element of length N in L. The set RL(w)
of (right) return words to w in L ⊂ A∗ is the set of words u such that wu ∈ L
has exactly two occurrences of w as factor: as a prefix and as a suffix. Formally
RL(w) = {u ∈ A∗ |wu ∈ (L ∩ A∗w) \ A+wA+}. When the language L is clear,
we will simply write R(w).

Morphisms. A morphism is a map ϕ : A∗ → B∗, with A,B alphabets, such
that ϕ(ε) = ε and ϕ(uv) = ϕ(u)ϕ(v) for every u, v ∈ A∗. Given two distinct
letters a, b ∈ A, let us define the morphisms αa,b, α̃a,b : A∗ → A∗ as

αa,b =

{
a 7→ ab
c 7→ c, c 6= a

and α̃a,b =

{
a 7→ ba
c 7→ c, c 6= a

.

Permutations. When the letters of the alphabet are indexed {a1 < . . . <
ad}, we identify SA with Sd and write aπ(d) instead of π(ad). To describe a
permutation π ∈ SA, we will use either the one-line notation or the cyclic one.
For instance, the symmetric permutation defined by aπ(i) = ad−i+1 for every
1 ≤ i ≤ d will be denoted as either (ad, ad−1, . . . , a1) or as the composition of
the 2-cycles (a1ad)(a2ad−2) · · · (a d

2
a d

2+1) if d is even (if d is odd, the last cycle
is replaced by (a d+1

2
)). A permutation is circular if it has only one cycle. It is

reducible if {a1 < · · · < ak} is invariant under π for every 1 ≤ k < d.

Burrows-Wheeler Transform. The Burrows-Wheeler transform of a word
w ∈ A∗ is the word bwtA (w) obtained by concatenating the last (not necessarily
distinct) letters of the |w| conjugates of w, sorted lexicographically on A.

Example 1. Consider the word w = sphynx on the standard ordered English
alphabet E = {a < b < . . . < z}. Then bwtE (w) = pysxnh.

The following results are well known (see, e.g.,[4,15,16]).

Proposition 1. Two words u, v over the same ordered alphabet A are conjugate
if and only if bwtA (u) = bwtA (v)

Proposition 2. Let u ∈ A∗. A word w is a conjugate of up if and only if
bwtA (u) = b1 · · · b|u| and bwtA (w) = bp1 · · · b

p
|u|, with bi ∈ A.

In [15] it is shown that, given an ordered alphabet A, an extended version of
the Burrows-Wheeler transform, denoted ebwt, gives a bijection between A∗ and
the multiset of Lyndon words over A, where the conjugates, possibly of different
length, are ordered using the ω-order instead of the lexicographic one: u ≤ω v if
uω ≤ vω.



4 Francesco Dolce and Christian B. Hughes

Example 2. LetW be the multiset {aac, ab, ab} of Lyndon words over A = {a <
b < c}. We have ΨA(W ) = (4, 2, 1) and ebwtA (W ) = cbbaaaa.

Let π be a permutation on A. A word w ∈ A∗ is said to be π-clustering for
A if bwtA (w) = ak1aπ(1)

...akraπ(d)
, where ki = |w|aπ(i)

. It is perfectly clustering (for
its alphabet) when π ∈ SA is symmetric. The notions of clustering and perfectly
clustering can be extended to multisets of words.

Example 3. Let us consider the three alphabets A = {a < b < n}, A′ = {a <
n < b}, and A′′ = {n < a < b}. The word w = banana is defined over each
of the three alphabets. One has bwtA (w) = nnbaaa, bwtA′ (w) = bnnaaa and
bwtA′′ (w) = aabnna. So w is perfectly clustering forA andA′, but not clustering
for A′′.

Over a binary alphabet (perfectly) clustering words coincide with powers
of Christoffel words and their conjugates ([15]). A characterization over larger
alphabets in terms of factorization into palindroms is given in [13] (see also [19]).

The following result easily follows from Propositions 1 and 2.

Proposition 3. Let w = up ∈ A∗ with u primitive. Then w is π-clustering for
A if and only if u is π-clustering for A.

3 Interval Exchanges

By an interval, we mean a left-closed and right-open interval over the real line.
Let A be an ordered alphabet of cardinality d and π a permutation over A.
An ordered partition (Ia)a∈A of an interval I is such that Ia is to the left of
Ib when a < b. The d-interval exchange transformation (or d-IET or just IET
in short) T associated with a partition (Ia)a∈A and a permutation π is the
piecewise translation on I = [`, r) defined by T (x) = x + τa if x ∈ Ia, where
τa =

∑
π−1(b)<π−1(a) |Ib| −

∑
b<a |Ib|. Let D(T ) = {

∑
b<a |Ib| | a ∈ A} \ {`}

denote the set of formal discontinuities of T .
The orbit of a point x ∈ I under T is the set {T k(x) | k ∈ Z}. The IET is

periodic if the orbit of any point x ∈ I is finite. It is minimal if the orbit of any
point is dense in I. In this case, the permutation π is irreducible (see, e.g., [5]).
An IET is regular (or satisfies Keane condition or i.d.o.c.) if the orbits of the
formal discontinuities are infinite and disjoint. A regular IET is minimal and
aperiodic [11], while the inverse is not true (see, e.g., [2]).

A connection of an IET T is a triple (x, y, n) where x ∈ D(T−1), y ∈ D(T ),
n ≥ 0 and Tn(x) = y. When n = 0, we call x = y a 0-connection. A regular IET
has no connection.

Given an IET T on I, for each point x ∈ I, we can assign to it an infinite
word ΩT (x) = w0w1w2 · · · describing its orbit, setting wk = a if T k(x) ∈ Ia.
This word is called the trajectory of x under T . The language of an IET T is
L(T ) =

⋃
x∈I L(ΩT (x)). When T is minimal or has only one periodic component

(i.e., we have only one possible trajectory up to a shift), L(T ) does not depend on
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the choice of x. Moreover, in this case L(T ) is uniformly recurrent (see, e.g., [5])
and thus recurrent.

Given an IET T and a word w = w0w1 · · ·wn−1 ∈ L(T ), we define the interval
Iw = Iw0

∩T−1(Iw1
)∩ · · · ∩T−(n−1)(Iwn−1

). By convention Iε = [`, r). For every
point x ∈ Iw, the trajectory ΩT (x) has w as a prefix.

4 Discrete Interval Exchanges

A discrete interval exchange (or DIET in short) associated with the composition
(n1, n2, . . . , nd) of n =

∑d
i=1 ni and permutation π ∈ Sd is the map T (k) = k+ti

if
∑
j<i nj < k ≤

∑
j≤i nj , where ti =

∑
π−1(j)<π−1(i) nj −

∑
j<i nj . A DIET

corresponds to an IET associated with a partition (Ia)a∈A and π, where A =
{a1 < . . . < ad} and |Iai | = ni. Note that each component of this corresponding
IET is periodic; thus, in particular, a DIET is never minimal (nor regular).

There is a strong link between clustering multisets of primitive words and
DIETs. In fact, if a multisetW ⊂ A∗ is π-clustering, then its Parikh vector gives
a composition of n =

∑
w∈W |w| that, along with π, defines a DIET. Similarly

to IETs, we can encode the (periodic) trajectories by encoding each integer
k ∈

[∑
j<i nj ,

∑
j≤i nj

]
by the ith letter of the alphabet.

In a symmetric way, it is possible to show that every DIET corresponds to
a unique multiset of Lyndon words, with each orbit associated to a (clustering)
Lyndon word.

Example 4. Let W be the multiset of Example 2. We can define a DIET T
associated with the composition (4, 2, 1) of 7 and the permutation π = (c, b, a).
The action of the DIET over {1, 2, . . . , 7} is given by µ = (1, 4, 7)(2, 5)(3, 6) ∈ S7

(see left of Figure 1). Each orbit corresponds to one of the primitive words inW .
For instance, the trajectory of 4 is given by Ω(4) = (aca)

ω, the infinite repetition
of a conjugate of aac. One can check that Ia = {1, 2, 3, 4}, Iab = {2, 3}, Iaac =
{1}. The corresponding IET is shown on the right of Figure 1.

1 2 3 4 5 6 7

1 2 3 4 5 6 7
T

a b c

c b cT

Fig. 1. A DIET (on the left) and its associated IET (on the right).

In particular, one can view every primitive π-clustering word w ∈ A∗ as a
DIET associated with the composition ΨA(w) of |w| and the permutation π, the
permutation µ describing the action of such a DIET being circular (see [9] for a
characterization of π-clustering words in terms of trajectories in IETs or DIETs).
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5 Rauzy Induction

Let A = {a1 < . . . < ad} and π a permutation of A. Let T be an IET over
[`, r) associated with (Ia)a∈A and π. The transformation induced by T on a
subinterval J ⊂ I is the map T ′ : J → J defined by T ′(z) = T ν(z)(z), where
ν(z) = min{n > 0 | Tn(z) ∈ J} is the first return map of T to J . Note that ν(z)
is well-defined because IETs do not have wandering intervals (see, e.g., [7]).

Rauzy induction is a procedure that associates to a regular IET T associ-
ated with an alphabet A, a sequence of regular IETs associated with the same
reordered alphabet.

The right Rauzy step, is the mapping ρ sending T to the induced transforma-
tion T ′ on [`, r′), where r′ is the rightmost between the points in D(T )∪D(T−1).
Since T is regular, it has no 0-connections and |Iad | 6= |Iaπ(d)

|. Moreover, since
π is irreducible we have π(ad) 6= ad.

If |Iad | > |Iaπ(d)
| then Ω(x) starts with aπ(d)ad for every x ∈ Iaπ(d)

; if |Iad | <
|Iaπ(d)

| then Ω(x) starts with aπ(d)ad for every x ∈ T−1(Iad). We can actually
give a more precise description of the obtained induced intervals: in one case
the order given by the alphabet stays the same while the one given by the
permutation change, while in the other case the opposite happens. Recall that
we identify SA with Sd when no confusion arises.

Lemma 1. Let T be a regular IET associated with A = {a1 < . . . < ad} and π ∈
SA. Let h = π−1(d). If |Iad | > |Iaπ(d)

|, then ρ(T ) is the regular IET associated
with A and π′ ∈ SA defined as

π′(i) =

π(i) if i ≤ h
π(d) if i = h+ 1
π(i) + 1 if i > h+ 1

.

If |Iad | < |Iaπ(d)
|, then ρ(T ) is the regular IET associated with

A′ = {a1 < . . . < ah < ad < ah+1 < . . . < ad−1}

and π ∈ A′ defined as π′(i) = π(i) for every i.

Proof. Let S = ρ(T ). If Iad is longer than Iaπ(d)
, then the domain of S is parti-

tioned by (I ′a)a∈A, where all I ′a = Ia but I ′ad , which is cut of its final part. The
first return map of T into the domain of S is given by T 2(z) if z ∈ Iaπ(d)

and
T (z) elsewhere. Thus, T (Iad) is split into S(Iad) and S(Iaπ(d)

).
If Iad is shorter than Iaπ(d)

, then S is defined as T 2(z) if z ∈ T−1(Iad) and
T (z) elsewhere. Thus, the subinterval Iapi(d) for T is split into I ′aπ(d)

and I ′ad in
the partition associated with S. The interval S(I ′π(d)) will remain the rightmost
(even though is smaller then T (Iπ(d))), so the permutation does not change.

The left Rauzy step λ is defined in a symmetric way considering the interval
[`′, r), where `′ 6= ` is the leftmost between the points in D(T ) ∪ D(T−1) and
the intervals considered are Ia1 and Iπ(a1).

A symmetrical version of Lemma 1 holds.
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Lemma 2. Let T be a regular IET associated with A = {a1 < . . . < ad} and π ∈
SA. Let h = π−1(1). If |Ia1 | > |Iaπ(1)

|, then λ(T ) is the regular IET associated
with A and π′ ∈ SA defined as

π′(i) =

π(i)− 1 if i < h− 1
π(1) if i = h− 1
π(i) if i ≤ h

.

If |Ia1 | < |Iaπ(1)
|, then λ(T ) is the regular IET associated with

A′ = {a2 < . . . < ah−1 < a1 < ah < . . . < ad}

and π ∈ A′ defined as π′(i) = π(i) for every i.

In [5] it is shown that if T is a regular IET, then for every w ∈ L(T ) the
transformation induced by T on Iw is of the form χ(T ), with χ ∈ {ρ, λ}∗, where
each morphism corresponds to a Rauzy step.

The following result is a consequence of Propositions 3.15, 4.12, 4.14 and
Theorem 4.15 in [5].1

Proposition 4 ([5]). Let T be a regular IET and w ∈ L(T ). The transformation
induced by T on Iw is of the form χ(T ), where χ ∈ {ρ, λ}∗. Moreover, let χ =
χn ◦ · · · ◦χ1. Then the morphism θ = θ1 ◦ · · · ◦ θn is an automorphism of the free
group sending A to R(w), where

θi =


α
π(a

(i)
d ),a

(i)
d

if χi = ρ and |I
a
(i)
d

| > |I
π(a

(i)
d )
|

α̃
a
(i)
d ,π(a

(i)
d )

if χi = ρ and |I
a
(i)
d

| < |I
π(a

(i)
d )
|

α
π(a

(i)
1 ),a

(i)
1

if χi = λ and |I
a
(i)
1
| > |I

π(a
(i)
1 )
|

α̃
a
(i)
1 ,π(a

(i)
1 )

if χi = λ and |I
a
(i)
1
| < |I

π(a
(i)
1 )
|

and {a(i)1 < · · · < a
(i)
d } is the alphabet associated to χi ◦ · · · ◦ χ1(T ).

6 Rauzy Steps and Morphisms

In order to prove Theorem 1, we use the morphisms defined in Section 2 to step
back from Iw to [`, r).

Let us show that under certain additional conditions, clustering is preserved
by these morphisms.

Lemma 3. Let w be a primitive word over A = {a1 < . . . < ad}. Suppose w is
π-clustering on A for some permutation π.

1. Let µ ∈ SA be a permutation. Then µ(w) ∈ A′∗ is π′-clustering, with A′ =
{µ(a1) < . . . < µ(ad)} and π′ ∈ SA′ .

1 The result being separated in several statements in [5], the authors managed to avoid
using multiple indexes as it is done here.
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2. If b = a1, π−1(a) = ai and π−1(b) = ai+1 with 1 ≤ i < d, then αa,b(w) ∈ A∗
is π′-clustering, for a certain π′ ∈ SA.

3. If b = ad, π−1(b) = ai and π−1(a) = ai+1 with 1 ≤ i < d, then αa,b(w) ∈ A∗
is π′-clustering, for a certain π′ ∈ SA.

4. If π−1(b) = a1, a = ai and b = ai+1 with 1 ≤ i < d, then α̃a,b(w) ∈ A′∗ is
π′-clustering, for a certain π′ ∈ SA′ , where A′ = {ai < a1 < . . . < ai−1 <
ai+1 < . . . < ad}.

5. If π−1(b) = ad, b = ai and a = ai+1 with 1 ≤ i < d, then α̃a,b(w) ∈ A′∗ is
π′-clustering, for a certain π′ ∈ SA′ , where A′ = {a1 < . . . < ai < ai+2 <
. . . < ad < ai+1}.

Proof. We proceed by addressing each case.

1. Since w is π-clustering, bwtA (w) consists of contiguous blocks - possibly of
length 0, if w is not pangrammatic - of each letter of A. Since an application
of µ to w simply amounts to letter renaming, we immediately obtain clus-
tering of µ(w). Defining π′ = µ ◦ π ◦ µ−1 ∈ SA′ , via elementary permutation
properties we see that w is π′-clustering.

2. Define π′ ∈ SA by altering π such that π−1(a) and π−1(b) are adjacent in
the cycle. If π−1(a) = ai and π−1(b) = ai+1, then the blocks π(a) and π(b)
appear consecutively in bwtA (w). Replacing each a by ab in w connects the
blocks π(a) and π(b) into a single-block adjacency in bwtA (αa,b(w)). Thus,
αa,b(w) is π′ clustering.

3. This proof is identical to that of the second argument.
4. We have π(a1) = b. We define A′ = {ai < a1 < . . . < ai−1 < ai+1 < · · · <
ad} so that a is the new smallest letter in A′ with b appearing later. Now
let π′ ∈ SA′ be the permutation such that a is treated as the first letter
and b follows it somewhere in the cycle. Applying α̃a,b to w replaces every
a in w with ba. In the Burrows-Wheeler transform, this forces the blocks of
π(a) and π(b) to be contiguous. On the new order A′ and under permutation
π′, we immediately obtain the clustering via elementary Burrows-Wheeler
transform properties.

5. Let A′ = {a1 < · · · < ai < ai+2 < . . . < ad < ai+1} so that a is the largest
letter of A′. We define π′ ∈ SA′ so that π′(ad) = b and π′(b) such that π′(b)
sits next to π′(a). Replacing a by ba again merges the blocks of π(a) and π(b)
contiguously in the Burrows-Wheeler transform of w over A′. Thus, α̃a,b(w)
is π′-clustering.

We are now able to prove our main result.

Proof (of Theorem 1). Let T be a regular IET and w ∈ L(T ). By Proposition 4
there exist χ1, . . . , χn ∈ {ρ, λ} such that χn ◦ · · ·◦χ1(T ) is the IET induced by T
on Iw. From the same proposition we obtain a morphism θi for each 1 ≤ i ≤ n.

By Lemmata 1 and 3, θi sends a clustering word in L(χi−1 ◦ · · · ◦χ1(T )) to a
clustering word in L(χi ◦ · · · ◦χ1(T )). Thus, by induction on n, θ(u) is clustering
for every clustering word u ∈ L(T ).

Since every letter is trivially clustering and R(w) = {θ(a) | a ∈ A}, we can
conclude.
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Example 5. Let T be the IET associated with the alphabet {a < b < c} and the
permutation π = (b, c, a), with |Ia| = 1 − 2α, |Ib| = |Ic| = α, where α = 3−

√
5

2 .
The IET is regular, since it is just the rotation of the irrational angle α. The
transformation induced to the subinterval Ib is χ(T ), with χ = λ2 ◦ ρ2. We have
θ({a, b, c}) = R(b) = {bac, b, bacc}, where θ = αa,c ◦ α̃c,a ◦ α̃a,b ◦ α̃c,b.

a b c

b c a

a b c

b c a

a c b

b c a

c a b

b c a

a c b

b c a

ρ

ρ

λ

λ

αa,c

α̃c,a

α̃a,b

α̃c,b

Fig. 2. Series of Rauzy steps and their associated morphisms.

7 See the Forest for the IETs

To conclude our study of clustering words in languages generated by interval
exchanges, we now slightly vary our trajectory to discuss the connection between
IETs (resp. DIETs) and dendricity.

Let L ⊂ A∗ be a language. The extension graph G(w) of a word w ∈ L is
the undirected bipartite graph having as vertices the disjoint union of L(w) =
{a ∈ A | aw ∈ L} and R(w) = {b ∈ A | wb ∈ L}, and edges B(w) = {(a, b) ∈
A2 | awb ∈ L}. The graph G(w) is compatible with two orders <1 and <2 on A
if for every (a, b), (c, d) ∈ B(w) one has the implication a <1 c =⇒ b ≤2 d.

A language L is said to be dendric if the extension graph of every w ∈ L
is a tree, i.e., acyclic and connected (whence the original name tree set in [1]).
Following the same hellenophilic spirit, we call a language alsinic if the extension
graph of every word in it is a forest, i.e., acyclic but not necesserily connected.
A language L is ordered dendric (resp. ordered alsinic) for two orders <1 and
<2 if every G(w), with w ∈ L, is compatible for <1 and <2 (in [2] the term
planar tree was used since the edges do not cross). Examples of dendric but not
ordered dendric languages are given by Arnoux-Rauzy words on more than two
letters [2].

Ordered alsinic languages are strictly linked to IETs.
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Theorem 2 ([7,8]). L is the language of an IET T if and only if it is a recurrent
ordered alsinic language.
L is the language of a minimal IET if and only if it is an aperiodic, uniformly

recurrent ordered alsinic language.
L is the language of a regular IET if and only if it is a uniformly recurrent

ordered dendric set.

As seen above, clustering words are associated with DIETs, and these can be
seen as IETs where intervals have integer lengths. The following result from [6]
make this link explicit. Let us denote by <A the order on the alphabet A and
by <π the order given by a <π b when π−1(a) <A π−1(b).

Theorem 3 ([6]). A word w ∈ A∗ is π-clustering if and only if for every bis-
pecial word v ∈ L(wω), the graph G(v) is compatible with the orders <π and
<A.

The following result easily follows.

Corollary 1. A word w ∈ A∗ is π-clustering if and only if L(wω) is ordered
alsinic for the orders <π and by <A.

Proof. If u ∈ L(wω) is not left special (resp., not right special) then G(u) is a
tree with only one vertex to the left (resp., to the right). It is thus possible to
order the vertices to the right (resp. to the left) using <A (resp. <π).

Following the same argument seen in Section 3, Theorem 3 can be generalized
to multiset of words.

Example 6. LetW and T as in Example 4. Then c <π b <π a and a <A b <A c.
The extension graphs of the empty word and the letter a are shown in Figure 3.
It is easy to show that G(w) contains only one edge for every w ∈ L \ {ε, a}.

G(ε)

c

b

a

<
π

a

b

c

<
A

G(a)

c

b

a

<
π

a

b

c

<
A

Fig. 3. Extension graphs of ε and a in L(T ), with T as in Example 6.

Proposition 5. If a multiset W ⊂ A∗ is π-clustering, then every w ∈ W is
πw-clustering, with πw the restriction of π to the letters appearing in w.

Proof. The result easily follows by considering the DIET associated withW and
noticing that each word w ∈W corresponds to exactly one orbit of the DIET.
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Note that the opposite of Proposition 5 is not true.

Example 7. Let A = {a < b}. The words w1 = ab, w2 = aab are π-clustering
with π = (ba). The multiset W = {w1, w2} is not clustering since ebwtA (W ) =
babaa. Note also that L(Wω) = L(wω1 ) ∪ L(wω2 ) is not ordered dendric as one
can easily check by considering G(ε), G(a) and G(aba) (see Figure 4).

G(ε)

b

a

a

b

G(a)

b

a

a

b

G(aba)

b

a

a

b

Fig. 4. Extension graphs of ε, a and aba as in Example 7.

8 Concluding Remarks

Our approach not only leverages the deep combinatorial structure inherent in
Rauzy induction, but also sets the stage for potential generalizations to broader
classes of interval exchange transformations in future research.

The question of whether such return words are perfectly clustering when the
interval exchange transformation is symmetric remains open. More generally, are
return words in languages of IETs associated with a permutation π necessarily
π-clustering? It is reasonable to anticipate that the techniques developed here
could aid in answering these questions in future contributions.
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